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History of ML in HEP
The use of ML techniques is revolutionizing how we interpret data samples, greatly 

increasing the discovery potential of present and future experiments. 
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Artificial Intelligence / Machine Learning 
/ Deep Learning

( AI )

( DL )

( ML )

Algorithms which enables machines  
to mimic human behaviour

Algorithms which enables machines  
to learn from data without being explicitly 

programmed to perform a task
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Artificial Intelligence

Animals and humans exhibit learning abilities and understanding far 
beyond the capabilities of current Artificial Intelligence (AI) systems. 

• A teenager who has never sat behind a steering wheel can learn to drive in 
about 20 hours 

• By contrast, the best autonomous driving systems today need billions of 
pieces of labeled training data and millions of reinforcement learning trials in 
virtual environments.

LeCun proposes that one of the most important challenges in AI today is devising learning paradigms and architectures 
that would allow machines to learn world models in a self-supervised fashion and then use those models to predict, 
reason, and plan
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Deep Learning
Deep neural networks exploits the compositional character of nature.  The 
network layers learns a hierarchical representation of the data with multiple 
levels of abstraction. 
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HEP Paradigm
Theory

Theory & Detector Simulation

Nature

Experiment

Detector Observables

Simulated Data

Detector Observables

Real Data

Pattern recognition,  
Calibration, Tracking,  

Object reconstruction, …

Sampling

Integration Experiment design  
& Control

Trigger & DAQ

Pattern recognition,  
Calibration, Tracking,  

Object reconstruction, …
Parameter estimation,  

Hypothesis test, Unfolding, … 

Statistical Inference 

ML can play a role in every step of the HEP paradigm !
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ML in HEP

• Simulation 
• Classification  
• Regression 
• Triggering/Filtering 
• Unfolding

Typical HEP problems:

HEP
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ML in Simulation
Simulation is a key driver of CPU needs for the HL-LHC

ML can be used reduce CPU simulation needs
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ML in Simulation
Variational autoencoders (VAE) and generative adversarial networks (GAN) are 
capable of quickly simulating electromagnetic showers with correct total energies 
and stochasticity 
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ML in Simulation
Neural reweight of simulated samples to different model parameters or different models, 
avoiding need of simulating the detector response multiple times. Consider a neural 
network classifier NN(x) and two distributions.

Likelihood Ratio Trick:

Reweight MC for evaluation of systematic uncertainties or higher order correction  
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ML in DAQ
A real-time autoencoder-based anomaly detection system using semi-supervised machine learning has been 
developed for the online Data Quality Monitoring system of the electromagnetic calorimeter of the CMS detector 
at the CERN LHC. A CAE network architecture is build exploiting ECAL data processed as 2D image.

The AE-based anomaly detection system labeled MLDQM has been deployed in the CMS ECAL online DQM 
workflow for the barrel starting in LHC Run 3 in 2022 and for the endcaps in 2023
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ML in L1Trigger
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ML in L1Trigger
AXOL1TL anomaly detection algorithm for the level-1 trigger based on a variational 
autoencoder implemented on a FPGA. Model is trained on ZeroBias data and used 
to detect data outliers. Vivado latency and resource utilization report for  

Anomaly Detection trigger on Xilinx Virtex-7 FPGA
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ML in Track Reconstruction
The goal of this Graph Neural Network (GNN) based pattern 
reconstruction is to identify the subsets of space points in the 
data that correspond to individual charged particles

https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PLOTS/IDTR-2023-06/
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ML in Data Unfolding
OMNIFOLD, an unfolding method that iteratively reweights a dataset using machine 
learning. The unbinned approach works for arbitrarily high-dimensional data,  naturally 
incorporating information from the full phase space 
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Foundation Models in HEP
Foundation models are multi-dataset and multi-task machine learning models that 
once pre-trained can be fine-tuned for a large variety of downstream applications

Performance of pre-trained and non-pre-trained models  
for the task of t → bqq′ vs q/g jet classification. 
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